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ABSTRACT: The growing prevalence of online content has led to an outbreak of newer recommender systems. These 
systems are used to recommend items in several categories, including books. Most of the current systems use 
collaborative filtering, a user-based model for recommending. In contrast, we aim to build a system that uses content-
based filtering to suggest books. The system shall recommend books based on the attributes of books that have been 
read by the user. It shall also be adaptive – it shall adjust itself according to the user profiles.  
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I. INTRODUCTION 

Recommender systems are a subclass of information filtering system that seek to predict the 'rating' or 'preference' that 
a user would give to an item. Existing systems for books (such as the ones used for online books stores like Amazon) 
almost exclusively use either a collaborative filtering system [1, 3] or hybrid systems with a predominant collaborative 
component. However, these techniques are based on the assumption that preferences are similar for users of similar 
profiles. Collaborative systems often suffer from the cold start problem [2], where only a small number of ratings are 
available for some items, and hence, no valid recommendations can be made.  

Content-based filtering [3] eliminates these problems by focusing solely on the attributes of items instead of users. This 
allows the system to uniquely characterize each user based on his/her preferences instead of trying to match users having 
similar preferences.  

In A.R.T.I.S.T., the technique of content-based filtering has been applied to books. Using the Amazon Book-Crossing 
Dataset [2] as the reference data set, the database has been built to contain attributes of books such as author, publisher, 
genres, etc. These attributes are then used in conjunction with their respective attribute-weights to compute the weighted-
sum for each user-book pair and determine the list of recommended books for each user. The recommender is self-
learning, meaning that it dynamically adjusts the attribute-weights according to the user preference model built by the 
system for each user. 

II. RELATED WORK 

There have been several studies on recommender systems that examine the various techniques employed for their 
purpose. In Recommendation systems: Principles, methods and evaluation, F.O.Isinkayea, Y.O.Folajimib, and 
B.A.Ojokohc describe the many algorithms that have been used in measuring user similarity or item similarity in 
recommender systems. Initial formulations for recommender systems, as mentioned in Learning collaborative 
information filters by Daniel Billsus and Michael J. Pazzani, were based on straightforward correlation statistics and 
predictive modeling, not engaging the wider range of practices in statistics and machine learning literature. 
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One can make a better personalized recommendation by knowing more about an item, such as the director and genre of 
a movie. This was described in Contentboosted collaborative filtering for improved recommendations by Prem 
Melville, Raymond J. Mooney, and Ramadass Nagarajan.Content-based recommenders refer to such approaches that 
provide recommendations by comparing representations of content describing an item to representations of content that 
interests the user. Much research in this area has focused on recommending items with associated textual content, such 
as web-pages, books, and movies; where the web-pages themselves or associated content like descriptions and user 
reviews are available. As such, several approaches have treated this problem as an Information Retrieval (IR) task, 
where the content associated with the user’s preferences is treated as a query, and the unrated documents are scored 
with relevance/similarity to this query. This method has been expounded in Content-based, collaborative 
recommendation by Marko Balabanovic and YoavShoham. 
 
In the domain of book recommending, Mooney et al. use text from fields such as the title, author, synopses, reviews, 
and subject terms, to train a multinomial naïve Bayes classifier. Ratings on a scale of 1 to k can be directly mapped to k 
classes. A similar method has been used to recommend books in A.R.T.I.S.T. 
 

III. THE SYSTEM 

 
A. Get Recommendations 
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Figure 1: Recommender Algorithm 

B. Adjust Attribute-Weights 
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Figure 2: Self-learning Algorithm 

 
The input to the algorithm is user data gathered: 
 
1. Books read by user 
2. Dynamic weights for individual user 

 Author weight 
 Genre weight 
 Publisher weight, etc 

 
A dictionary of recommended books is maintained, which is empty for a new user. We assign default weights to author, 
genre and publisher based on the assumption of books read by an average reader. We maintain three sets, namely the 
books by the same author, genre and publisher. We begin by iterating over the book collection and analyzing book 
metadata. If the current book's author matches any of the authors already read by the user, we add it to the same-author 
set. Similarly we populate the same-genre and same-publisher set. Note that there may be an overlap of some books. 
This is done intentionally to improve the accuracy of the recommendation. Next we iterate through the same-author set. 
For each book, we get the count of the books having the same author as that book. With this, we know the users 
preference for that author. We add it to the recommended dictionary if it was not already added, having a weight equal 
to the users author-weight and a multiplying factor given by the count. If book is already present in the dictionary, we 
increment its weight by the author-weight and the multiplying factor - count. We repeat this process for the same-genre 
and same-publisher set. 
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After the computation is complete, the algorithm outputs a dictionary with the key as isbn number and the value as the 
weight. We sort this dictionary based on the weight in descending order. The book having the highest weight is 
recommended.  
 

IV. OBSERVATIONS 
 
The system was able to recommend books based on the content attributes – author, genre and publisher. Using pre-
assigned weights, the system provided accurate recommendations for the new user. The system was sufficiently 
dynamic such that the recommendations reflected the change in inputs.  
 
We compared how recommendations differed for Static and Dynamic recommender systems: 
 
STATIC SYSTEM: 

 3 different users 
 All users read different genre books 
 The recommendations are noted 

 
DYNAMIC SYSTEM: 

 Only 1 user 
 The user reads different genres one after the other 
 The recommendations are noted 

 
We represented it graphically and checked for the accuracy. We conclude that the Dynamic system gave a better and 
accurate set of recommendations based on the recency of the books read. The data input, the recommendations and the 
graphs are as follows:  
 
 

1. STATIC 
 
USER 1: BOOKS READ OF ‘HUMOR’ AND THE RECOMMENDATIONS THAT FOLLOWED 
 

 
All recommendations have humor as one of their listed genres, which is the common genre for all input data 
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USER 2:BOOKS READ OF ‘MYSTERY’ AND THE RECOMMENDATIONS THAT FOLLOWED 
 

 
All recommendations have mystery as one of their listed genres, which is the common genre for all input data 

 
USER 3:BOOKS READ OF ‘EDUCATION’ AND THE RECOMMENDATIONS THAT FOLLOWED 

 

 
All recommendations have education listed genre, which is the common genre for all input data 
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2. DYNAMIC 
 
SAME USER 
 
STEP 1. BOOKS READ OF ‘HUMOR’ AND THE RECOMMENDATIONS THAT FOLLOWED 
 

 
All recommendations have humor as one of their listed genres, which is the common genre for all input data 

 
 
STEP 2. BOOKS READ OF ‘MYSTERY’ AND THE RECOMMENDATIONS THAT FOLLOWED 
 

 
The recommendations are a mix of humor and mystery, which are the two input genres 
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STEP 3. BOOKS READ OF ‘EDUCATION’ AND THE RECOMMENDATIONS THAT FOLLOWED 
 

 
All three input genres are present in the recommendations, reflecting the entire user read history 

 
STEP 4. BOOKS READ OF ‘HISTORY’ AND THE RECOMMENDATIONS THAT FOLLOWED 

 
 The recommendations are a mix of history, education and mystery, reflecting the last 15 read books 
 

In the following graph, the attribute ‘genre’ has been chosen as the defining variable for the input. Books of five genres 
– ‘Humor’, ‘Mystery’, ‘Education’, ‘History’ and ‘Fiction’ have been selected as the input, and the top ten resulting 
recommendations has been plotted for each genre. 
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Figure 5: Graph to show recency and retention of user history 

 
As can be inferred from the graph, in the first five inputs, only books of the ‘Humor’ genre have been read, and hence, 
all ten recommendations are of that genre. As the input genres keep varying, the output recommendations also vary 
accordingly. The same inferences can be made using author or publisher as the varying attribute. The recommendation 
system thus adapts itself to the user’s preferences, placing greater emphasis on a particular attribute if it believes the 
user has a greater preference of books of that given attribute. 

 
The below graph provides another representation of the same input data. Here, the top five recommendations for each 
set of inputs are selected, and a graph of the input v. output has been plotted. It is observed that the output depends not 
only on the user input and preferences, but also on the existing dataset. For example, due to a much higher number of 
existing fiction books (1747) as compared to books having education in their genre (17), the number of 
recommendations for fiction are also greater than those for education. Once again, the adaptive nature of the system has 
been proven by the prevalence of the user’s preference history in determining the output recommendations. 
 

 
 

Figure 6: Graph to show count of recommendations per genre 
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III. FUTURE WORK 
 
Several improvements can be made to the existing system. The data gathered from the Amazon data-set and mining can 
still be cleansed further to improve accuracy of recommendation and remove redundant results. Further mining may be 
required to gather data on more attributes. User review can be added to the recommendations themselves, which would 
help in users having a greater say in the books recommended to them. Lastly, user profiles and connections could be 
used as influencing factors to make the system a hybrid recommender tool.  
 

IV. CONCLUSION 
 
Thus, in this paper, we have proposed and implemented an adaptive recommender system for books. The system 
adjusts itself according to the user preferences by refining its model each time the user reads a book. Content-based 
filtering is used for this purpose. In this model, the last fifteen books read by the user determine the recommendations 
output. Thus, the recency of user preferences, along with the preferences themselves, is used to recommend books. 
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